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Abstract
Many National Research and Education networks have started to deploy hybrid networks. 
Hybrid networks consist of a traditional packet switched routed part and an optical circuit 
switched part. The optical part is used for high bandwidth data streams. These optical layer 
circuits are called lightpaths. One possible use for these dynamic lightpaths is to interconnect 
grid resources. Most of the work done in the area of hybrid networks concentrates on how to 
provide end-user provisioned lightpaths through an NREN. SARA is investigating the issues 
related to supporting lightpaths in the Local Area Networks of providers of grid resources.

Problem Statement
In hybrid networks, end-users will be able to allocate several grid resources (e.g. supercomputers, 
data storage, visualization) and interconnect them via lightpaths. This means that providers of 
grid resources must be able to accept dynamically provisioned lightpaths towards their grid 
resources. This poses questions like: how to advertise which grid resources are available 
(possibly through web services), how to do resource scheduling and AAA and how to let end-
users dynamically provision lightpaths through the LAN and what addresses to use on both sides 
of the lightpath.

Supporting Lightpaths through a LAN
SARA has several grid resources (supercomputers, data storage, visualization equipment, etc) 
that can be used by end-users. Currently, these resources are available over the packet switched 
routed network. Our work focuses on the question of how these grid resources can be made 
accessible by using lightpaths. SARA is connected to the hybrid SURFnet6 network[1]. SURFnet 
provides two possible lightpath interfaces to the customers: 1GE or 10GE. We are investigating 
how we can transport the traffic from these interfaces to the grid host(s) in our internal network.

One of the possibilities is to terminate the lightpath at a border router and route the traffic to the 
grid resources. This is probably a relatively expensive solution when we need to support several 
10GE concurrent data streams.

It is also possible to terminate the lightpath on an Ethernet switch. The traffic can be carried 
through the internal network via an Ethernet VLAN. These VLANs can be setup dynamically or 

1 This work is done in cooperation with the Advanced Internet Research Group of the University of Amsterdam.

mailto:rvdp@sara.nl


we can pre-configure a VLAN for each grid resource. When we do the latter, we only need to 
map the incoming lightpath to the proper VLAN.

Finally, we can use MEMs devices to pass the lightpath at layer 1 through the internal network. 
Each grid resource host can either have its own connection to the MEMs device, or several grid 
hosts can be connected via an Ethernet switch to the MEMs device.

Control Plane Issues
The previous section described the questions of how to physically transport large data streams 
through the LAN. However, this will all be done in an dymanic environment. The end-user will 
setup and tear down lightpaths through SURFnet6. The end-user will also pick several grid 
resources to connect to the lightpaths. This means that the mapping from lightpath to Ethernet 
VLAN or MEMs device port will also change according to the allocations of the end-user. 
SURFnet uses DRAC[2] for dynamically provisioning lightpaths. SARA needs similar 
middleware. The interaction beween the two and/or the end-user application needs to be 
investigated.

Virtualisation, Resources Scheduling and AAA
The end-user will use an application to find and allocate grid resources and network connections. 
Web services[3] and RDF (Resource Description Format)[4] can be used to advertise grid 
resources and network elements and connections. Scheduling software is used to allocate grid 
resources and network connections for the end-user. Finally, AAA is needed to determine what 
information the end-user is allowed to see about the grid resources and network characteristics. 
AAA is also used to determine what grid resources and network connections the end-user is 
allowed to allocate.

Addressing Issues
Addressing is not trivial task too[5]. In most cases the grid resources at one site are connected at 
layer 2 to grid resources at other site. Both sites are in different administrative domains and have 
their own IP addressing, policy and routing plans. Therefore, it will not be easy to use IP 
addresses from one site at the other side. This is especially true when the traffic is routed through 
the internal network or when several grid resource hosts are connected to the lightpath by using 
an Ethernet switch.

Building a Test Setup
We are investigating the issues described in the previous sections by building a test environment. 
We are interconnecting several grid resources with lightpaths. We use RDF to describe the grid 
resources and web services to announce them. Initially, we use some simple provisioning tools 
for the internal network and DRAC for the lightpaths through SURFnet6.
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