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Why OpenFlow?

Enable network innovation (again)
Reducing operational costs (OPEX)
Alternative for “protocol soup”

Applying computing model to networking

- Y,
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Enable Network Innovation

s a
OpenFlow was developed at Stanford University as part of Clean Slate
program

Today’s university networks need to have 24x7 availability
Potential disruptive network tests are not possible anymore

OpenFlow enables slicing the network in production and experimental
part

- J
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OPEX in Networking

Adding routers and switches to your network increases the
operational cost

Each new device needs to be configured manually via the CLI and its
neighbours need to be configured too

Firmware updates on routers and switches with slow CPUs takes a
long time

Changes usually involves configuration actions on all devices

- J
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OPEX in Computing

-

-

Operational tasks in computing scale much better

Adding servers to a computer grid or cloud cluster does not increase
the operational cost (automated bulk upgrades and configurations)

Middleware software with centralized policy (OpenStack, etc) controls

the servers

Configure the policy once and push the button to apply the changes to

all servers

SNE OpenFlow Colloquium, Amsterdam, 7 May 2013
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OPEX with OpenFlow

s a
Run networks similar to what is done with computing grids and clouds

Individual CLI configuration moved to centralised OpenFlow controller
configuration

Application defines policy, translates it to forwarding entries which are
sent via the OpenFlow protocol to the OpenFlow switches

. Y,
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“Protocol Soup”

Current way to handle new functionality in networking is to define a
new protocol

Exponential growth in network protocol standards
Standards seem to become larger and more complex

Vendors implement all standards, which increases costs and
decreases stability

Do you need all those standards?

- J
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IETF RFC Publication Rate
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Total Number of RFCs Published
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IEEE 802.1Q

Simple VLAN standard?

Not really, original version amended by at least 14 additional
standards

802.1Q-1998 had 211 pages

802.1Q-2011 has 1365 pages, and includes:

802.1u, 802.1v, 802.1s (multiple spanning trees), 802.1ad (provider bridging), 802.1ak (MRP,
MVRP, MMRP), 802.1ag (CFM), 802.1ah (PBB), 802.1ap (VLAN bridges MIB), 802.1Qaw,
802.1Qay (PBB-TE), 802.1aj, 802.1Qav, 802.1Qau (congestion management), 802.1Qat (SRP)

- J
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Specs of a Modern Ethernet Switch

(random example, but they are all the same)
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How Does OpenFlow Work?

Control Plane moved out of the switch

Standardised protocol between Data Plane and Control Plane 2>
OpenFlow

OpenFlow controller typically connects to many switches

Centralised view of the whole network

N J
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Data and Control Plane Separation

OpenFlow
protocol

Ethernet OpenFlow
Switch Switch

- Y,
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OpenFlow Controlled Network
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OpenFlow Protocol

s ™
Insert flow forwarding entries in switches

Send packets to OpenFlow switch data path

Receive packets from OpenFlow switch data path
Receive data path traffic statistics from OpenFlow switch
Retrieve flow tables from OpenFlow switch

Retrieve parameters from OpenFlow switch
E.g. number of ports

- J
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OpenFlow Components

OpenFlow TCP
Protocol SSL
TLS

OpenFlow API

OpenFlow Switch

Flow Table

- Y,
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Flow Table

NS

Header Fields: match against packets
Counters: count matching packets
Actions: Actions to take when packet matches

SNE OpenFlow Colloquium, Amsterdam, 7 May 2013
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Header Matching (OF 1.0)

Ingress port

Ethernet source/destination address
Ethernet type

VLAN ID

VLAN priority

IPv4 source/destination address
IPv4 protocol number

IPv4 type of service

TCP/UDP source/destination port
ICMP type/code

- J
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Counters (1/3)

Per table:

Active entries (32 bits)
Packet lookups (64bits)
Packet matches (64 bits)

Per flow:

Received packets (64 bits)
Received bytes (64 bits)

Duration <seconds> (32 bits)
Duration <nanoseconds> (32 bits)

N J
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Counters (2/3)

Per port:

Received/Transmitted packets (64 bits)
Received/Transmitted bytes (64 bits)
Receive/Transmit drops (64 bits)
Receive/Transmit errors (64 bits)
Receive frame alignment errors (64 bits)
Receive overrun errors (64 bits)
Receive CRC errors (64 bits)

Collisions

- Y,
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Counters (3/3)

/

\-

Per queue:

Transmit packets (64 bits)
Transmit bytes (64 bits)
Transmit overrun errors (64 bits)
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Actions

Forward

Required: All, Controller, Local, Table, IN_ PORT
Optional: Normal, Flood

Enqueue (Optional)
Drop (Required)

Modify Field (Optional)

N J
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Required Forward Actions

All

Sent packet out on all interfaces, not including incoming interface

Controller
Encapsulate and send the packet to the controller

Local
Send the packet to the switch local network stack

Table

Perform action in flow table (for packet_out)

IN_PORT
Send the packet out to the input port

- J
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Optional Forward Actions

-

-

Normal
Process the packet using the traditional forwarding path supported by the switch

Flood

Flood the packet along the spanning tree, not including the incoming interface

SNE OpenFlow Colloquium, Amsterdam, 7 May 2013
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Optional Modify Field Action

Set VLAN ID (or add VLAN tag)

Set VLAN priority

Strip VLAN header

Modify Ethernet source/destination address
Modify IPv4 source/destination address
Modify IPv4 type of service bits

Modify TCP/UDP source/destination port

NS
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Flow Insertion

Proactive
Flow entries are inserted in the OpenFlow switches before packets arrive

Reactive
Packets arriving at an OpenFlow switch without a matching flow entry are sent to OpenFlow
controller. They examined by the controller after which flow entries are inserted in the switches

N J
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Forward all packets between port 1 and 2
ovs-ofctl add-flow brO in_port=1,actions=output:2
ovs-ofctl add-flow br0O in_port=2,actions=output:1

Forward all packets between access port 4 and
trunk port 6 using VLAN ID 42

ovs-ofctl add-flow br0O in_port=4,actions=output:6,mod_vlan_id:42
ovs-ofctl add-flow brO in_port=6,actions=output:4,strip_vlan
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OpenFlow Standardisation

-

NS

Open Networking Foundation (ONF)

Non-Profit consortium

Founded in March 2011 by Deutsche Telecom, Facebook, Google,

Microsoft, Verizon and Yahoo!

Mission: promotion of Software Defined Networking (SDN)

SNE OpenFlow Colloquium, Amsterdam, 7 May 2013
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OpenFlow Protocol Standards

OpenFlow 1.0.0 (December 2009)

Most widely used version

OpenFlow 1.1.0 (February 2011)
OpenFlow 1.2 (December 2011)

IPv6 support, extensible matches

OpenFlow 1.3.0 (June 2012)

Flexible table miss, per flow meters, PBB support

OpenFlow 1.3.0 (June 2012)

OF-Config 1.0 (December 2011)
OF-Config 1.1 (January 2012)
OF-Config 1.1.1 (March 2013)

OpenFlow Test

Interoperability Event technical papers

- J

SNE OpenFlow Colloquium, Amsterdam, 7 May 2013 Gl (surr UL



Why was OpenFlow developed?

How does OpenFlow work?
OpenFlow Standardisation (ONF)

Some examples of OpenFlow usage
OpenStack Cloud Computing Platform

Google Data Network

Protocol Implementation

Some of the OpenFlow Players

Wrapup

NS

SNE OpenFlow Colloquium, Amsterdam, 7 May 2013

37/67 wer




OpenStack and OpenFlow

OpenStack is an open source cloud computing platform

Computing
OpenStack Compute (Nova)
OpenStack Image service (Glance)

Networking
OpenStack Networking (Quantum)

Storing
OpenStack Object Storage (Swift)
OpenStack Block Storage (Cinder)

http://www.openstack.org/

N J
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OpenStack Architecture

-

OpenStack Cloud User

O

a
OpenStack : OpenStack OpenStack

OpenStack Compute:

Cloud Object Storage: inaae “Nova”

Controller Service:

Cluster “Glance” -

ueue ( Enterpris

OpenStack Architecture
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OpenStack Networking: Quantum

\-

OpenStack
Cloud

Controller
Cluster

OpenStack
Cloud User

)
&V
OpenStack
Image
Service:

OpenStack
Object
Storage:

Yueue ( Enterp

OpenStack
Compute:

Advanced Cloud
Networking services
built on top of Quantum
API

<::> Firewall

Service

Gateway
Service

Pluggahle backend
Open vSwitch

Quantum

{ PluginX _ )

Quantum Service

OpenStack + Quantum Integration Architecture
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Open vSwitch

NS

Open vSwitch is a software OpenFlow switch
Runs on Linux (kernel 3.3) and FreeBSD

Also used in various hardware OpenFlow switches
Implements OpenFlow version 1.0 with extensions

Developed by Nicira

Nicira was founded in 2007 by Martin Casado (Stanford), Nick McKeown (Stanford) and Scott
Shenker (UC Berkeley)

Vmware bought Nicira in 2012 for 1.2 Billion US Dollar

SNE OpenFlow Colloquium, Amsterdam, 7 May 2013 Sl [ svee (L



Why was OpenFlow developed?

How does OpenFlow work?
OpenFlow Standardisation (ONF)

Some examples of OpenFlow usage
OpenStack Cloud Computing Platform

Google Data Network

Protocol Implementation

Some of the OpenFlow Players

Wrapup

NS

SNE OpenFlow Colloquium, Amsterdam, 7 May 2013

42/67 wer




Google Data Network

Google has two networks:
I-Scale: User facing services (search, YouTube, Gmail, etc), high SLA
G-Scale: Data centre traffic (intra and inter), lower SLA, perfect for OpenFlow testing

Google uses custom built switches with merchant chip sets (128 ports
of 10GE)

Custom build just because such switches were not commercially available yet
Next (commercial) switch will probably have 1000+ ports of 40GE (2013)

N J
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dware

B4 Network Hard

e Built from merciia

e Openl
e Open
BGP, ISIS

e Does eatl
No support for Apple

not have all feat Ires.
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Google Data Network
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Google Data Network
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Google Data Network

Multiple controllers
3, 5, 7 with Paxos maijority voting

The whole network is emulated in a simulator

New software revisions can be tested in the simulator

Network events (e.g. link down) are sent to production servers + testbed
Testing in simulator but with real network events

NS J
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B4 Architecture
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Google Data Network

Experience/benefits:

Software development for a high performance server with modern software tools (debuggers,
etc) much easier and faster and produces higher quality software than development for an
embedded system (router/switch) with slow CPU and little memory

Centralised Traffic Engineering much faster on a 32 core server (25-50 times as fast)

N J
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Link Utilization
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Protocol Implementation in OpenFlow

-

NS

Example of how to implement a network protocol in OpenFlow
Implementation of IEEE 802.1ag Ethernet OAM

Added as module to NOX OpenFlow controller

NOX controller sends and receives OAM frames via packet _in and

packet out

SNE OpenFlow Colloquium, Amsterdam, 7 May 2013

52/67 wsr




IEEE 802.1ag Ethernet OAM Protocol

Continuity Check (CC)

Detect loss of connectivity
Periodic hello messages from MEPs

Processed by MEPs
CC frames sent to multicast group, no replies are sent

Loopback Message/Reply (LBM/LBR)
Check for reachability

Sent manually from MEPs via CLI

Processed by MIPs/MEPs

Unicast request, unicast reply

Link Trace Message/Reply (LTM/LTR)

Path information

Sent manually from MEPs via CLI

Processed by MIPs/MEPs in path

Multicast request including TTL, unicast replies

- J
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802.1ag Domains

NS

switch/router

o MIP

Maintenance Domain Levels

switch/router

MD level 7

MD level 5

MD level 3

MD level O

J
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Sending OAM frames via NOX

NS

Flow Entry:
dl_type=0x8902,actions=CONTROLLER

Pronto
OpenFlow
switch
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Some OpenFlow Players

Startups

Big Switch Networks
Nicira

Pica8

ONRC
ON.LAB

OpenDaylight consortium

- J
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Stanford University Startups

A e @Sun % @—9!_Google“ |

c I s c o microsystems NVIDIA. YAHOO’

Big Switch Networks (http://www.bigswitch.com/)
FloodLight (open source OpenFlow controller), Big Switch, Big Tap
Guido Appenzeller (CEO/Co-Founder)

» Former head of Stanford University Clean Slate program

Kyle Forster (Co-Founder, ex-Cisco, ex-Joost)

Rob Sherwood (CTO)

Nicira (aquired by VMware) (http://nicira.com/)

Open vSwitch (open source software switch)

Steve Mullaney (CEO)

Martin Casado (CTO, Co-Founder)

« SDN was graduate work at Stanford University, supervised by Nick KcKeown & Scott
Shenker

Nick McKeown (Co-Founder)

» Former faculty director of Stanford University Clean Slate program

Scott Shenker (Chief Scientest, Co-Founder)

\- University of California at Berkeley
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Pica8

Founded in 2008
Open the switch and router platforms
High quality software with merchant silicon (Pronto)

PicOS based on:

XORP (open source routing project)
Open vSwitch (open source OpenFlow switch)

http://www.pica8.com/

N J
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Pica8 Switch Architecture

PicOS Architecture

e o~
-

/| open source | —
[cLl |[web | snwP |
IPC Broker { XRL |

:’I | Future add-on |

E |Proprietary {(protected) |

PICA8 Driver API |

Broadcom SDK |

..............................................
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Pronto Switches

Pronto 3290
48x 10/100/1000 BASE-T RJ45 & 4x 10GE SFP+
USD 2,750

Pronto 3780
48x 10GE SFP+
USD 9,950

Pronto 3920

48x 10GE SFP+ & 4x 40GE QSFP
USD 13,500

- J
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Open Networking Research Center

Located at Stanford University & UC Berkeley

Sponsors: CableLabs, Cisco, Ericsson, Google, Hewlett Packard,
Huawei, Intel, Juniper, NEC, NTT Docomo, Texas Instruments, Vmware

People:
Nick McKeown @ Stanford University
Scott Shenker @ UC Berkeley

http://onrc.stanford.edu/

- J
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ON.LAB

Headed by Guru Parulkar

Professor at Stanford University

Build open source OpenFlow tools and platforms
Beacon, NOX, FlowVisor, Mininet

http://onlab.us/

ON|RC

| | |
ONRC ONRC ONLAB

RESEARCH RESEARCH

Stanford Berkeley
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OpenDaylight

-
Announced during Open Networking Summit in April 2013

Software hosted by Linux Foundation

http:/lwww.opendaylight.org/

N

Community-led, industry-supported open source SDN framework

Supported by big names: Cisco, Juniper, IBM, Microsoft, Redhat
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Why was OpenFlow developed?

How does OpenFlow work?
OpenFlow Standardisation (ONF)

Some examples of OpenFlow usage
OpenStack Cloud Computing Platform

Google Data Network

Protocol Implementation

Some of the OpenFlow Players

Wrapup

NS
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OpenFlow has got a lot of attention in 2011/2012

Possible disruptive (network) technology (time will tell)
New networking paradigm
Could be the start of an open hardware/open software network ecosystem

OpenFlow is a protocol to interact with switch forwarding table

Used in OpenStack cloud computing and Google network
Network protocols can be implemented as OpenFlow application

Several successful startups

Open source

- J
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